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Overview
This report is the first chapter of a dissertation project that examines how one 
might better understand the social infrastructure of our communities. The dif-
ficulties of measuring intangible social structures require ongoing experimen-
tal projects. Some of these experiments will lead to insight, others will identify 
dead ends. This current effort builds on existing work and proposes how that 
work could be applied in new ways. 

Measuring phenomena as intricate and difficult as those arising from human 
interactions at neighbourhood scales requires careful methodological and 
conceptual framing. A strategy that balances directive progress with permis-
sive exploration is needed. Critical realism provides a philosophical framework 
within which to situate qualified knowledge development arising from com-
plex systems insight. In turn, network science provides a vital set of mathemat-
ical and analytic tools and strategies that are directly applicable to social capi-
tal phenomena. Around and through this open approach to exploration, novel 
methodologies such as the relationship between social capital and spatial use 
in urban areas can be considered for their potential to assist urban planners 
in understanding and evaluating the social impact of past, present, and future 
plans as a means of increasing the sophistication and effectiveness of urban 
planning strategies and evaluations.
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Planning and the Measurement 
of Social Capital
Social capital as a subject of formal research is relatively new, although the subject of social 
structures is not (Aristotle 2012; Tocqueville 2001). Amid significant and wide-ranging academic 
interest in social capital, agreement on measurement and consensus about the scope of what 
is included in social capital remains elusive. This need not be a significant worry as science has 
always proceeded from partial understanding, competing theories, and unclear boundaries 
(Brody 1970; Chomsky 1996; Serres 1995). There are dozens of varying definitions of social cap-
ital, but for this paper, the phrase “social capital” is intended to refer to the invisible network of 
social ties that enables individual agents to make use of the social resources of their networks,. 
Social capital is a phenomenon whose effect is significant (Coleman 1988; Kawachi, Kennedy, 
Lochner, and Prothrow-Stith 1997; Ostrom and Ahn 2003) despite the difficulty of definition 
and measurement.

Increasing our understanding of the social infrastructure of urban communities at the scale 
of neighbourhoods is particularly important for planners. This local scale is related to a sig-
nificant number of phenomena that are vital to well-being, such as mental health, longevity, 
educational achievement, economic performance, and belonging (Bethune 2014; Dunkelman 
2014; Pinker 2014).

National and regional social trends are made visible through instruments such as the General 
Social Survey so that we can learn about how people spend their time, how they perceive their 
neighbours, what they think of the organizations in their communities, and so on. While this 
scale of analysis is of some use to planners, it is much less valuable in the context of commu-
nity-level design and decision-making. This is particularly true for social capital, where local 
conditions are paramount given that the relational ecology of citizens is particularly important 
(Bechard and Marchand 2006).

Neighbourhood-level social-capital measurement requires a data-collection approach that is 
sufficiently economical for deployment across cities at neighbourhood levels. Saturation sur-
veys (outside of a census) are generally not feasible given cost and complexity, but the increas-
ing ubiquity of mobile devices that collect geographic positioning systems (GPS) data (N. Cohen 
2011) means ever-larger data sets are at least potentially available for emerging data-analysis 
approaches (Pentland 2014). For example, it would be expensive to collect a representative 
sampling at neighbourhood levels for an entire city with the additional burden of mapping the 
social networks of participants. Participant surveys, though common as a form of data gen-
eration, continue to face the problems that are inherent with respondent-driven instruments 
(Bernard, Killworth, Kronenfeld, and Sailer 1984). Despite the difficulties and expense, this ap-
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proach to gathering data is an important facet of social-capital research to date (Australian Bu-
reau of Statistics 2004; Lochner, Kawachi, and Kennedy 1999). Novel methodologies that grow 
out of the proposed open exploration could lead to more effective and reliable measures (such 
as novel behavioural methods that combine machine learning and the duration of time/loca-
tion overlaps to detect relational ties [Crandall et al. 2010; Eagle 2005]). Understanding and 
making effective use of these emerging data-science methods is an important task for current 
social-capital research in planning contexts.

Research in social capital requires strategies that can respond to the complex and overlapping 
social phenomena of relationship networks and perception. The lack of agreement on defini-
tions (Friesen 2013a) suggests that the field may still be early in its development (Kuhn 1996). A 
review of existing scholarship demonstrates, for example, that trust and social ties are key ele-
ments across definitional differences (Carpiano and Fitterer 2014; Chow and Chan 2008; Richey 
2007; Veenstra 2002). Planners could more readily understand the impact (negative or positive) 
of their plans and decisions if neighbourhood levels of trust and social-network characteristics 
could be measured economically and consistently over time. The range of phenomena that 
contribute to social capital (Dugundji, Scott, Carrasco, and Paez 2012; Kwan 2007; J. R. Logan 
2012; van der Gaag 2002) suggests a need to establish a framework suitable for the variations 
but coherent enough for planners who are interested in understanding the social infrastructure 
of their cities at the scale of communities. We know lower levels of trust lead to increased re-
lational fragmentation, social isolation, and hence decreased levels of social capital (Bethune 
2014). Social fragmentation can increase pressure on municipal resources through increased 
litigation, greater involvement by police or municipal enforcement in disputes, low voter 
turnout and volunteering, and low levels of informal interaction with consequent increased 
health-service demands (Browning, Feinberg, and Dietz 2004; McDoom 2014). Recent work in 
Holland points to increased social capital as an effective means of lowering the costs of public 
health service while improving positive results for patients with Parkinson’s disease (Tod et. al. 
2016).
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Framework for Social Capital Measurement
A Government of Canada expert report that reviewed social capital from a policy perspective 
considered measurement approaches at macro (structural including national-regional such as 
General Social Survey), meso (local communities, neighbourhoods, Census Tracts), and micro 
levels (individuals or immediate networks of individuals) (Franke 2005). Findings suggested 
that more time and effort have been invested in designing and carrying out macro-level inter-
national and national research programs (Chung, Choi, and Lee 2014; Garcia, Martinez, and 
Radoselovics 2008; Gesthuizen, van der Meer, and Scheepers 2009; van Oorschot and Arts 2005) 
along with highly contextual micro-level ethnographic or site-specific research projects where 
behaviour of a specific group, type of individual, or social unit is being examined (Boneham 
and Sixsmith 2006; McPherson, Smith-Lovin, and Brashears 2006). The meso scale, which is 
particularly relevant to planners, represents an important research and policy opportunity. The 
meso level of social structure is strategic for improving research and policy tools that planners 
can use in developing strategies for city building that more fully integrate social implications in 
decision-making and resource-allocation processes including a much better understanding of 
the social impact of decisions.

Complex phenomena with unclear or highly diverse causal mechanisms may feature significant 
clusters of interacting systems and causal dynamics that cannot be understood in isolation 
from each other (Gunderson and Holling 2002; Kuhn 1970). Where this is the case (e.g., human 
health and environmental conditions), scientists can often gain insight into the higher-order 
phenomenon by understanding the dynamics of subsystems of phenomena. Early social-capi-
tal research and theory explored key causal factors such as trust and cultural norms (Bourdieu 
2008; Coleman 1988; Paldam 2000). Untangling the complex nature of these causal factors in 
neighbourhood social phenomena is ongoing (Chung, Choi, and Lee 2014) and reflects long tra-
ditions of deliberations that concern planning theory and complex phenomena (Jacobs 1992; 
Lindblom 1959). This insight is critical for ongoing research.

Progress in social-capital research may, as a result of these challenges, require significant time 
frames (Ostrom and Ahn 2003) and a fuller consideration of the nature of the problems encoun-
tered. The proposed Social Imaging Study framework has been designed with an awareness of 
these dynamics including the ways in which they involve the contested relationship between 
natural and social sciences (Gadamer 1960; Putnam 1988; Rorty 1998), challenges regarding 
the efficacy of theory in guiding research (Kuhn 1970; Thomas 1997), and the degree of confi-
dence we can have in research results, particularly social-science results, as true (or complete) 
representations of reality (Derman 2011; Rorty 1979).
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Structuring Social Capital Research
The idea of an open and exploratory approach to research has been explored in the field of ar-
chitecture through the concept of an armature (Hu 2014; Kojima 2014). An armature is a struc-
ture that acts as a point of focus for something to develop rather than acting as an external 
constraint that fences something in. Armatures are commonly used in sculpture, model build-
ing for animation in stop-motion film, and architectural design processes. From an urban van-
tage point, a road can act like an armature along which vendors, gas stations, parks, and other 
structures develop over time. By contrast, a formal suburban master plan develops out of a ful-
ly proscribed set of terms where dynamics about the future are assumed or projected based on 
known patterns (Allmendinger 2009; Fainstein and Campbell 2011; Fischler 2000). The nature 
of social capital lends itself to a directed but open approach where new insight can be gained 
from new data sets designed to explore the complex phenomena involved. I will employ a care-
fully structured research strategy with sufficient flexibility to allow for novelty and discovery on 
the way (Alexander 2003a; Westley, Zimmerman, and Patton 2006; Wheatley 2006).

The armature approach is reflected in the structure of this chapter. Movement from left to right 
(figure 1) reflects a framework that scales from meta-philosophical considerations to particular 
phenomena that can be investigated empirically. This simplified logic supports an approach to 
social-capital research methods and strategies that advance explanation without succumbing 
to totalizing or reductive traps (Abbott 2009; Kuhn 1970).

Figure 1. Progression of thought from critical realism to spatial data

For the current project, critical realism is employed as a meta-theoretical framework within 
which complex systems and behaviours are both expected and partially understood. Network 
analysis provides a formalized means of understanding those complex systems that are driven 
by both the structure (topology) and processes (dynamics) of various elements and compo-
nents (including nested systems of systems) (Albert and Barabási 2002; R. Cohen and Havlin 
2010), in this case social interactions in space and time that constitute the social infrastructure 
of cities (Friesen 2013b). Following this logic, each of the elements of the proposed armature is 
examined more closely below.
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Critical Realism

Critical realism holds promise as a primary framework for orientation in this challenging space 
and can improve social-capital theory and shape further research.

The particularities of critical realism are oriented around four key general concepts and com-
mitments, within which we can extend our understanding of social capital: regularity in scien-
tific knowledge, historical knowledge, human agency, and emergence.

First, for knowledge to be generated, shared, and built on, some degree of regularity in scientif-
ic knowledge is required. It is possible and common for knowledge gained through research to 
be shared with and understood by other people given that reality exists apart from our mental 
interactions with it (Mir and Watson 2001, 1170). In this regard, science may be thought of as 
a cultural practice with rules and practices that guide how that knowledge is generated, eval-
uated, shared, and disputed (Kuhn 1996). The subject of inquiry is the world around us at all 
scales, including individual and collective expressions of human society. The approaches to 
different subjects vary widely, but even the most isolated forms of inquiry reflect a dependence 
on pre-existing knowledge, culture, instruments, and theories (R. K. Logan 2007). Critical real-
ism asks, “what must be true about reality for scientific experiments to be intelligible” (Stein-
metz 1998, 176)?

Critical realism affirms this characteristic of scientific knowledge but qualifies the overreach of 
naturalism by arguing that neither reductivism (explanation of primary elements constitutes a 
full description) nor scientism (only what qualifies as scientific knowledge is valid knowledge) 
is adequate (Putnam 1988). Advancing research about social capital for meso-level urban set-
tings will require ongoing commitments to meaningful synthesis of a wide range of research 
approaches and removal of artificial barriers between fields of inquiry (Bhaskar 1978, 2; Schef-
fer et al. 2015). The deep causal complexity of social-capital factors requires a commitment to 
disciplined but provisional conclusions that traverse narrow disciplinary boundaries (Fairfield 
2003; Feyerabend 1970; Gadamer 1960; Taylor 2004).

The regularity of scientific knowledge permits us to accumulate knowledge beyond the intellec-
tual and temporal limits of individual human beings—what we know can be passed on, added 
to, refined, or changed within cultural and formal structures. Traditional science has believed, 
at various points, that in principle this process could be totalizing and exhaustive, and would 
lead to complete knowledge of the world and ourselves. This encyclopedic aspiration was seen 
in, for example, statements of some nineteenth-century scientists who believed that all that 
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was left for science to discover in their time was decimal places and details (Badash 1972). Sci-
entific knowledge, like other forms of knowledge, is always partial and can shift significantly 
with new discoveries. Our most sophisticated and intensive efforts to explore, experiment, and 
formalize knowledge have led to a realization that what we know, in both degree and kind, is 
very partial indeed, even in the most formalized fields of science. Significant causal complexity 
and the deep interrelatedness of all phenomena suggest that there are in-principle limits, not 
something that will be remedied by better research or more sophisticated computation. Even 
where causal assumptions are made or patterns are noted, the non-linear nature of interacting 
dynamics results in a temporal reality that is never free of contingencies (Steinmetz 1998; Taleb 
2010). This is something that planning has increasingly recognized as a permanent feature of 
the dynamic processes it operates within (Allmendinger 2009, 18–23), including in the evalua-
tion of complex phenomena such as social infrastructure.

Second, historical knowledge, including social patterns that we can perceive through statistical 
data, direct experience, and cultural knowledge, have always been used to guide decisions 
about the future. From a critical-realist perspective, cognitive abilities such as reason, logic, 
deduction, induction, and related analytic devices enable us to synthesize information and im-
prove our judgment. However, historical knowledge, however complete, cannot lead us to pre-
dictive certainty (Reed and Harvey 1992, 357). Prediction premised on causal, linear processes 
has yielded important knowledge, but much of the world around us—both social and natural—
is not linear. Deep contingencies give rise to interconnections of non-linear interacting systems 
at all scales, and critical realism insists that in any setting (natural, social, or otherwise) there 
exist “constellations of causal factors” (Steinmetz 1998, 172). Highly controlled laboratory set-
tings provide the most significant degree of prediction, generating critical knowledge of how 
causal-mechanical interactions operate, but these settings also have limits (Feyerabend 1970).

Third, critical realism recognizes that one of the logical consequences of partial knowledge 
(historical and future) is that human agency—the ability to act independently of external con-
straints—is limited. Our expectations about what may be gained in studying social-capital phe-
nomena must consider that knowledge gained is always incomplete. Two events or conclu-
sions that appear the same could have different causes. Single-causal mechanisms, given the 
nature of reality, are in principle not possible (Alexander 2003b; Steinmetz 1998, 173). Our ex-
perience suggests that individual humans have a degree of choice—what to wear, what to eat 
on a given day—but that choosing is more limited than we might initially think. While we may 
choose to eat whatever we want, our location, resources, biological limits, and many other 
factors narrow what appears to be an open choice down to a very narrow range—for example, 
we may not walk to Australia however much we will it. Acknowledging limits is not equiva-
lent, however, to acceptance of determinism. Though we may exercise options within limits, 
we do have an ability to act on the phenomena and systems around us and to understand them 
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to some degree. Progress in research, including social phenomena, is therefore possible and 
meaningful, and knowledge leading to action can be developed, examined, modified, and pur-
sued further. Determinism is an important complement to agency (Caro, Sandoval-Hernandez, 
and Luedtke 2014). The structures—natural, social, cultural—out of which the natural world, 
human life, and consciousness arise are in many instances highly regularized; we expect to find 
our apples beneath, not above, the trees. We very usefully speak of laws, principles, constants, 
and other causal terms. In the human sphere, something as seemingly benign as learning to 
speak reflects an important degree of determinism—our minds, thinking, and perception are 
highly shaped by the distinctive analytic features of human language and all that comes with 
it (Gilson 1988). That shaping occurs in us long before we are conscious of its effects such that, 
while we may try and consciously reject it, we can never uninstall the linguistic frameworks we 
grew up in or fully undo their effect on us (Chomsky 1996; Martinich 1996). Language requires 
individuals: without them there is no language, as evidenced by extinct languages. And there 
is no language if there is only one individual: verbal communication is a function of collective 
process in development, use, and modification (Kripke 1996). A language broken into pieces for 
analysis is no longer human language, however useful such a reductive process might be for 
other purposes (Gilson 1988). Social phenomena (and language represents a cluster of social 
phenomena) can be partially understood through elements, but only functioning wholes can 
provide robust explanation (Chomsky 1996).

Critical realism recognizes and holds in creative tensions the demands of both agency and de-
terminism from the individual human to our wider societies and social structures, recognizing 
that society exists as something that profoundly structures who we are but that we can study, 
learn about, act on: “Society may thus be conceived as an articulated ensemble of such rela-
tively independent and enduring structures; that is, as a complex totality subject to change 
both in its components and their interrelations” (Bhaskar 1978, 13).

Fourth, critical realism allows for emergence. One of the important results of the tensions of 
agency and determinism is that law-like functions at one level can give rise to novel phenom-
ena at higher orders. This observation is often referred to as emergence. Emergence in a criti-
cal-realist context is “the relationship between two [structural levels of reality] such that one 
arises diachronically (or perhaps synchronically) out of the other but is capable of reacting 
back on the lower level and is causally irreducible to it” (Steinmetz 1998, 173). The implication 
is that even where we might find law-like behaviour by looking at isolated lower-order inter-
actions (e.g., the conservation of energy in the atomic structure of hydrogen), the explanation 
provided by that law does not encompass all aspects of behaviour that occurs at higher orders.

Emergence complicates our efforts to sort out direct causal arrows. Even in physical systems, 
when elements interact they can produce novel features that are not present in the elements 
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(eg. “wet” is a property of millions of water molecules (Humphreys 2016; Richardson, Snowden, 
and Allen 2006).  Social interactions extend this complexity by including not only physical in-
teractions of individuals but states of mind and perceptions (eg. trust). The relations between 
parts, elements, people, natural entities, and everything else around us is deeply complex at 
a causal level. Critical realism seeks to understand how law-like behaviour on the one hand is 
related to less understood or unexpected causal effects on the other. In some cases, we may 
see a social cause and resulting effect (eg. a lie leading to loss of trust) without understanding 
all aspects of the intervening changes in mental or physiological states. These dynamics are 
important for social capital research. At the meso level of social structural analysis such as 
investigations of social capital at neighbourhood levels, these patterns and regularities amid 
potentially wide variations are a persistent challenge.
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Complexity Science

The critical-realist framework suggests what may be known and how at a general level. Com-
plexity science is concerned directly with the causally difficult phenomena we experience and 
are part of. This includes the social systems and structures that arise from and shape human in-
teractions at all scales, including meso-level neighbourhood contexts in urban settings. When 
Jane Jacobs wrote The Death and Life of Great American Cities in the early 1960s, complexity sci-
ence as we know it today was still in its infancy. Cybernetics had been around since the 1940s 
when Norbert Weiner began to explore what constituted the various dynamics of purposeful 
systems (Moray 1963). Jacobs identified an important 1958 review essay on scientific progress 
and complexity by Warren Weaver that signalled growing awareness of complex-systems con-
sequences generally and what such thinking might mean in the context of cities and their func-
tions (Jacobs 1992, 428–48). Charles Lindblom, writing a year or so ahead of Jacobs, reached 
similar conclusions about the limits of administrative planning, in principle: Despite desires 
and efforts, accounting for and projecting all of the variables, planning into the future as a way 
of controlling outcomes was simply not possible (Lindblom 1959). Cities are not machines, Ja-
cobs argued, because they are characterized by non-linear processes, implying irreducibility. 
Like natural systems of energy and motion, social structures and human systems seem to hold 
order and chaos in tensions reflecting both predictability and novelty (Byrne 1998; Lewin 1999; 
Simon 1962; Waldrop 1993).

Understanding these dynamics is an important feature of our efforts to understand social struc-
tures generally and social-capital measurement in particular. There are several key features 
that are particularly relevant. Whether or not complex systems are deterministic (Goldspink 
1999), they are certainly not linear (Feigenbaum 1983). As discovered by Edward Lorenz while 
running data on weather-prediction models, even where the environment is a computer oper-
ating system running algorithms, very slight variations of initial conditions can yield remark-
ably different outcomes (Lorenz 1963). In lab experiments and other attempts to create closed 
systems, this sensitivity to initial conditions can be problematic since a failure to control even a 
small variable affecting a phenomenon (e.g., number of decimal places used) can lead to unex-
pected or erroneous outcomes. In quasi-closed systems like networks of sensors or operating 
systems, these unwanted nudges make prediction (and troubleshooting) difficult. This sensi-
tivity is operative even in the case of a simple push-button switch that will “bounce” and be 
randomly open or closed owing to micro states if a limit strategy is not coded into the software 
or built into the electronic circuits (Margolis 2012, 155–58). In open systems like societies and 
other human social structures, the avenues for sensitivity are numerous indeed, and formal re-
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peatability is not possible. Given the sensitivity of systems to these inputs, the deep complexity 
and non-linearity of an open system appears to make predictability impossible in principle. As 
Taleb argues in The Black Swan, “Almost every event in social life is produced by rare but conse-
quential shocks and jumps; all the while almost everything studied about social life focuses on 
the “normal,” particularly with “bell curve” methods of inference that tell you close to nothing. 
Why? Because the bell curve ignores large deviations, cannot handle them, yet makes us confi-
dent that we have tamed uncertainty. I term this GIF, Great Intellectual Fraud.”(Taleb 2010, xxiv)
This is an important caution that must be taken seriously where statistical analyses assume 
normal distributions. Where the spatial and social data are analyzed and compared, traditional 
statistical methods will be used in addition to the distinctly different approach represented by 
machine learning methods rooted in random forest approaches (Breiman 2001).

Feedback in systems refers to the characteristic of a system to recursively make use of its own 
outputs as new inputs. When the feedback amplifies existing signals, it is referred to as positive 
(regardless of whether it is desired—e.g., feedback in a sound system is very irritating but would 
be considered formally positive given that it amplifies a system signal). Negative feedback, on 
the other hand, mutes a system’s given direction or process. Feedback of this sort is not charac-
teristic of linear systems but is common in social systems at all scales (Simon 1962). An exam-
ple of this can be found in research on innovation in organizations where corporate processes 
designed to promote high margin products internally will “kill off” innovative new products 
that fail to meet that margin even if those new products could, over time, dramatically outper-
form existing products (C. Christensen 2011; C. M. Christensen, Baumann, Ruggles, and Sadtler 
2006). The built-in logic of corporate processes constitute a feedback mechanism that “mutes” 
anything that does not fit within it. Universities and other common types of organizations such 
as municipal bureaucracies function in a similar way (Blais 2010; C. M. Christensen and Eyring 
2011). Living systems typically interact with both higher-order and lower-order systems, thus 
incurring a degree of novelty and a means by which even small changes within or adjacent to 
one system are fed back into that system, generating high sensitivity to initial conditions, as 
noted above (Batty 2012; Buchanan 2000).

In social systems, such as those that constitute the conditions for social-capital formation and func-
tion, agents within the network of the system can and do change and influence it from within. When 
a higher-order system influences the sub-systems that form it or with which it interacts, it is referred 
to as supervenience (Murphy 1997, 22–23). The above-noted example of corporate processes gen-
erating feedback loops optimized for one type of product profit margin at the expense of another 
would be an example of supervenience—formal company policy or embedded policy in the form of 
corporate culture rewards certain types of agent (employee) behaviour and punishes divergent be-
haviour. Top-down causation is a means by which the characteristics of a larger system constrains 
the range of motion or the function space of a smaller or lower-order system of interactions.
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From a social systems vantage point, individual are constrained by various expressions of the 
group as seen in rules, formal laws, cultural norms, and expectations. Norms are the result of 
countless preceding individual decisions and interactions, foundational mechanisms that lead 
to cultural practice. These collective properties supervene on individuals and limit their range 
of options (Trofimova 2000). From a network perspective, the topology of the larger structures 
plays a significant role in determining the range of motion possible for the lower-order systems 
(Sekara, Stopczynski, and Lehmann 2016). Emergence, as described earlier, is an important 
feature of complex systems (Kim 1999). Complex systems are composed of networks. Entities 
or actors plus relations between them leads to phenomena such as social capital. In support 
of the central hypothesis of this project, social capital is not possible where there are only in-
dividuals with no connections at all. After three hundred years of dissecting everything into 
molecules and atoms and nuclei and quarks, [scientists] finally seemed to be turning the pro-
cess inside out. Instead of looking for the simplest pieces possible, they were starting to look 
at how those pieces go together into complex wholes. (Waldrop 1993, 16)Complex systems are 
the result of dynamic interactions among elements. The tightly coupled nature of these sys-
tems means that at given times, any variation within the network of relations can cause a cas-
cading set of influences to occur in all the connected sub-systems and super-systems. When 
a system is linked in this way, it is said to be at a critical state—any perturbation can lead the 
system toward a chaotic state before moving to a new state of equilibrium. This can be seen 
experimentally in, for example, the phase change  of ice to  water and mathematically through 
computer-enabled iterations of simple equations with tunable variables (May 1976). These dy-
namics enable the various orders of interacting systems to adapt to both internal and external 
signals, to receive feedback not only in a loop but also as novel information or influence from 
the environment (external variables). Historical reflections on social systems affirm that they 
appear to reflect this phenomena of criticality (Buckley 1968; Collins 2000; Thomas 1997). If we 
are going to increase our understanding of and possible agency within social systems, we will 
need to account for complex-systems dynamics in research design, models, and interpretive 
frameworks (Byrne 1998).



Planning for Social Environments18

Networks

Complex systems reflect elements interacting at various scales to yield novel behaviour. These 
emergent phenomena depend on how elements are related to eachother and a great deal of 
formal insight on this aspect of systems has come through the development of the science of 
networks. Networks provide the linkage between critical realism, complex systems, and the 
empirical aspects of social capital being investigated in this study.

The means by which we can begin to understand many complex systems is through the simpli-
fication of complex dynamics through the use of nodes and edges. Nodes are the entities that 
constitute a system (people, books, papers, and so on), and edges are the relationships that 
connect the entities (trust, social ties, citations, and so on). The structure of nodes and edges 
gives a topology that can be studied and modelled in ways ranging from simple visualizations 
to highly complex mathematical and statistical analysis (Snijders 2011).

A second critical aspect of network analytics is the dynamics that occur on the network struc-
tures. This is most readily understood as the nature of the dynamics that inform the relation-
ship between networks and systems of nodes. In the case of social networks, friendship, neigh-
bourhood, and family ties form systems of nodes and ties that are complex but analyzable. 
Even a few dozen nodes with very simple dynamic qualifiers can become highly complex very 
quickly and surprisingly difficult to analyze. The advent of mathematics supported by compu-
tation has enabled significant growth in the application of network analysis to a wide range 
of phenomena, though one of the significant boundaries is the in-principle non-computable 
problems owing to exponential increases in computational calculations (Newman 2010).

The highly complex realities that arise from topology and dynamics interactions require critical 
assessment of how much detail can be included in analysis. In planning environments, trans-
portation has made significant use of network analysis to understand the dynamics of how 
people and vehicles move on road, sidewalk, and other spatial structures and the role these 
structures play in large-scale social and cultural dynamics (Little 2002; Omrani 2015; Papinski, 
Scott, and Doherty 2009). In the case of social-capital investigation where trust, relational con-
nections, and proximity all interact in significantly subtle and powerful ways, network analysis 
becomes an obvious and important means of investigating the dynamics of social structures. 
The social infrastructure of cities is a highly complex network of relationships among people, 
groups, associations, institutions, and a myriad of other structures (Bettencourt 2013; Portugali 
2011; Zhou, Sornette, Hill, and Dunbar 2005). The challenges of understanding these structures 
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are compounded by their virtual invisibility in most cases and may include ongoing expert de-
bate over the use of statistical methods for spatial analysis (Dubin 1998; LeSage 1997) and the 
relationship of standard statistics to machine learning approaches (Breiman 2001). These are 
important elements of the challenges that social-capital analysis in urban contexts have begun 
to take on and will need to continue to invest in. For this study, the two primary applications 
of network science are respondent-driven descriptions of their social networks (close friends, 
acquaintances, and relatives) and mathematical descriptions of their travel patterns analyzed 
within ArcGIS.
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Social Capital

Community-level measurement of social capital represents well the kinds of problems that 
critical realism is suited to meaningfully approach. Complexity science operating out of a crit-
ical-realist approach provides a framework where specific techniques can be employed. In 
the case of social-capital investigations, this could include network descriptions of social ties, 
spatial networks (GIS), statistical analysis (R), and dynamic modelling (NetLogo) as examples 
(Papinski and Scott 2011; Savitz and Raudenbush 2009; Snijders 2011). Social capital is a com-
plex set of phenomena where there is no singular mechanism, no clear boundary between 
dynamics, and where interacting mechanisms, agents, and other variables are at best partly 
understood and often unknown (Janssen, Holahan, Lee, and Ostrom 2010; Ostrom 1986, 16).

It is not necessary to understand all of the underlying mechanisms of social capital in order 
to make provisional assertions about meaningful knowledge of social resources held among 
a number of actors—we can gain insight about social dynamics without proof of a causal link 
(Cushing and McMullin 1989) between a given variable and social capital.

Measurement approaches in this study are designed to detect possible correlations between 
device-generated spatial data (Abarbanel, Brown, Sidorowich, and Tsimring 1993) and so-
cial-capital survey data (Weinberger 2012). Correlation, therefore, is a viable and more frequent 
option in testing hypotheses, while more formal causation (of the sort imagined in mechanistic 
interactions of the Newtonian variety—this much change in x always causes this much change 
in y) is more effective for physical systems without agency. Inference and probability rather 
than causation and certainty must inform hypothesis formulation in order to be consistent 
with a critical-realist approach that is operationalized using complex-systems approaches. The 
partial nature of knowledge and causes means that any given phenomenon can be scrutinized 
empirically from a variety of non-exclusive angles (Mir and Watson 2001, 1171). Fragmented or 
incomplete knowledge is very important and is the primary means by which we understand the 
dynamics of physical and social worlds.

The variety and nature of human social interactions in high-density locations like cities is ex-
tremely complex, and new forms of synthetic research design and analysis will undoubtedly 
lead to new insights about these phenomena (Dandekar 2005).
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Spatial Data

GPS data provides the concrete linkage between human behaviour and the survey data (social 
capital) that can be analyzed using network science. This is consistent with our understanding 
of complex systems in the context of a critical-realist philosophical framework. Recording the 
movement patterns of humans in their home territories provides an opportunity to examine 
how individual agency interacts with constraining structures related to geography, income, ed-
ucation, institutional experience, and a range of other perceptions.

Knowledge can be legitimate as both homeostasis (stationary stability) and homeorhesis (evo-
lutionary stability) (Sieweke 2014), and has two direct implications for designing spatial-data 
collection methods that explore complex social-capital phenomena.

First, it means that it is possible to learn from other phenomena that are better understood than 
the one in question—we understand a complex phenomenon by using a known measurement 
method that corresponds to that complex phenomenon. This learning is facilitated through an 
interplay of deduction, induction, abduction (Hintikka 1998), and replication (Mir and Watson 
2001, 1171). Deduction is most suited to settings where defined logical relationships between 
all variables are possible such as in mathematics, controlled laboratory settings, formalized 
philosophical argumentation—contexts where we are filling gaps in knowledge within a well-
known space (Carnap 1970). Induction is better suited to the exploration of phenomena that 
are not as well-known as it better serves an exploratory mode where understanding (general-
ization) grows through observation of instances and patterns (Chomsky 1996). Proceeding in 
this way, explanations may be partial but useful and need not require direct cause-and-effect 
conclusions or logical formalisms (Henkin 1967, 72; Mir and Watson 2001, 1172) . By collecting 
data about movement patterns and calculating the distinct features of each participant, I will 
explore how these generalizations relate to social-capital levels gleaned from the Social Capi-
tal General Social Survey  (SCGSS) data.

Second, critical realism affirms the possibility of acquiring real knowledge of the external world, 
including other human beings, through observation and experience (Acemoglu, Johnson, and 
Robinson 2004; Bhaskar 1978). This does not require formal comparison in the sense of logical 
deduction but may proceed through induction whereby signals (data) can be identified, col-
lected, and analyzed in a regular way (Abarbanel, Brown, Sidorowich, and Tsimring 1993; Assad 
1999). Collecting spatial data is a valid means of affirming that something might be known 
about a mind-independent reality: “While science is indeed a social production process, it is 
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also knowledge ‘of’ things which exist and act independently of science” (Steinmetz 1998, 175). 
This process includes the comparison of lesser- to better-known phenomena, which allows the 
scaffolding of hard-won and incomplete provisional knowledge to increase.

Social capital in particular requires integration and synthesis, in this case comparing survey 
and spatial data so that new knowledge, a “third way” is possible: “Wisdom requires us to in-
vent a third curriculum, which will weave the warp of the rediscovered humanities to the woof 
of expert exactitude” (Serres 1995, 184). This third way is consistent with the practice of scien-
tific progress and the approach I have outlined. We don’t select theories based on deduction, 
having seen them all and then deciding on the best—the options would quickly run a greater 
number than all the atoms of the universe. I would suggest that we choose theories based on 
coherence, whether intuited or consciously identified, between sets of problems and sets of 
possible solutions spaces. Our inquiry is aimed at correlations or probable causations rather 
than mechanistic certainty (whatever that is). (Putnam 1988, 128)
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Critical Realism and Complex Systems for 
Planning Policy
The foregoing discussion of the progression of critical realism, complex systems, networks, so-
cial capital, and spatial data leads logically to a consideration of the implications for planning, 
municipal policy, and civil-society development. Social structures arising from relationship 
networks and spatial use constitute and may even give rise to the physical form of our cities 
and communities. Planning faces an increasingly fragmented theoretical and practical working 
space since the fading of rational comprehensive assumptions. This difficulty is compound-
ed by the significant range of professional, social, political, cultural, and land-use issues that 
planning endeavours to engage and order (Fainstein and Campbell 2011) . The value of the cur-
rent research will be increased if it can support meaningful integration rather than increased 
fragmentation. Planning is by its very nature an undertaking that operates at the intersection 
of a significant number of competing interests and enterprises—engineering, policy, ecology, 
sociology, commerce, and many others. It is critical, therefore, that new research and prac-
tice enable diverse but coherent integration in order to make progress on perennial challenges 
(e.g., relationship between transportation, land use, and social policy) (Irwin 2010).

The division of practice and theory in planning is also coherently bridged through recognition 
that the systems of social interaction and resulting structures have independent existence in a 
critical-realist philosophical framework. There are patterns for planning practitioners to iden-
tify and learn alongside theorists who develop additional questions for investigation (Putnam 
1988, 109). These patterns merit scientific investigation that can lead to new knowledge and un-
derstanding even if the systems display stochastic features. The Social Imaging Project, there-
fore, is not an esoteric exercise. Science, and with it a science of cities, will continue to grow 
fresh impetus, not as a reductive, oversimplifying enterprise but as a knowledge-driven pro-
cess of gathering intelligence, identifying patterns of systems, proposing potential solutions, 
and beginning creative undertakings. The science of cities requires a conception of theory, hy-
pothesis, and testing that is focused on synthesis of diverse and new data sources that avoids 
reductive analysis (Serres 1995). Based on reductive paradigms of investigation, it is likely that 
the public appetite for the knowledge we desperately need will wane and we will fail to meet 
the demand for increased ingenuity. The experimental method is neither a self-contained nor a 
self-sufficient technique for discovering causal laws. The strict controls which scientists use to 
elicit nature’s law-like properties produce only limited, idealized knowledge. Positivist canons 
can suffice only in the closed domain of the experimental setting. These law-like regularities 
with their clarity and order often disappear when taken from the laboratory and used to ex-
plain outcomes in the open world of everyday life (Reed and Harvey 1992, 356).
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Cities and the social structures that constitute them are certainly part of “the open world of ev-
eryday life.” Developing a more integrated, sophisticated, and open approach to science that is 
transparent about contingencies and open to real learning, there exist real possibilities for un-
derstanding difficult phenomena (including social-systems phenomena) (Batty 2012). Urban 
demands globally will require these gains if we are to succeed in providing for greater human 
flourishing (Burdett and Sudjic 2011).

Critical realism provides a clear rationale for experimental activity—a valuable feature for 
planners and planning researchers. The rational comprehensive method leveraged control, 
reductive analysis, and expert power to build freeways through downtowns, build public hous-
ing, and direct transportation investments with results that have often been troubling (Scott 
1999). A new type of control-oriented planning practice is gaining ground through technical, 
data-driven approaches built on assumptions that big data will lead to the solutions we need. 
Big data systems and those that control them, however, are as likely to create new problems as 
they are to solve them (Borgman 2015; Derman 2011; O’Neil 2016; Postman 1993). Smart cities 
and big data are useful, but over-reliance on technical solutions may turn out to be the down-
town freeways of our time if significant supporting research isn’t well-matched with practices 
that support the common good (Friedmann 2000).

One of the tests of the efficacy of this research is the potential it has to support generative 
approaches to planning. The study of complex-systems dynamics has taught us that relative-
ly simple or core “rules” that function effectively can lead to positive outcomes where more 
bureaucratic structures fail (Innes and Booher 2010; Ostrom 2005; Sanders 1998; Snowden 
and Boone 2007). The balance of control and permission may be most clearly seen in settings 
where informal development is common (Gouverneur 2014; Graham and McFarlane 2015) and 
where a more open and experimental tone is set for urban development—for example, tactical 
urbanism, guerrilla urbanism, flexibility on mother-in-law suites in suburbs, and so on. Design-
ing processes that feed a changing context back into the decision-making and building cycle 
can lead to the right kinds of change at the right times.

Direct, problem-oriented experimentation can bridge practice and theory if the experimenta-
tion leads to improvements. Long-term success and the accumulation of knowledge require 
sophisticated thinking and more complex (not simply more complicated) forms of social or-
ganizing (Homer-Dixon 2001). Good ideas and sound thinking are no guarantee that new prac-
tices will follow. There is hope that an understanding of complex systems can be utilized in 
seeding the conditions for new strategies and practices that become more effective, not just 
more cumbersome, over time.
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We know that the arrangement of social structures, institutions, and cultural patterns can have 
long-term effects on societies: “The planning of institutions of both types—for the realisation 
of planned change, and for subsequent control—is an important aspect of integrative plan-
ning. This means, for example, that planning for technological innovation ought to include 
planning for new social institutions” (Jantsch 1972, 137). If new institutions are not considered 
in a context of growing knowledge, we may fail to learn the lessons of history and constrain 
our urban growth possibilities through inadequately adaptive institutions (Schumpeter 2011), 
and inattention to the social dimensions of our collective challenges will continue: “The very 
rapid growth of the field of industrial relations as a professional specialty dramatizes the fact 
that our larger social systems, whether organizations or communities, are becoming more and 
more aware of their problems in the area of social progress in human relations and are turning 
more and more often to sources of outside professional help in solving them” (Lippitt, Wat-
son, and Westley 1958, 275–76). This current project, set within a critical-realist philosophical 
framework and engaging in empirical work through complex systems, network science, and 
the interactions of social capital and spatial data endeavours to enlarge our understanding of 
the dynamics of both the social infrastructure that exists in our cities and that which is emerg-
ing amid the changes of our times.
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